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Abstract

This paper presents a new power-aware software pipelining method which can minimize power consumption of software pipelined loops on VLIW architecture without sacrificing performance. Our method is motivated by the following facts: (1) functional units in modern architectures are fully pipelined; (2) in a loop body, there exists instructions which are not on critical (recurrence) cycle(s). Traditional software pipelining approach schedules instructions as long as the required resources are available irrespective of whether the instructions are on or off critical cycle(s). However, intuitively from the angle of power reduction, if no performance penalty will be incurred, it may be reasonable to postpone the issue of certain non-critical instructions so they can be scheduled to the same functional unit of a prior instruction. The idea here is to reduce the number of functional units which are in use in each cycle, thereby reducing the power consumed by the processor.

In this paper we formulate the power consumption problem in software pipelined loops as an integer linear programming (ILP) problem. Within this model, the pipelined functional unit usage in each cycle are modeled precisely, and the power minimization acts as the objective function. The power-aware software pipelining approach for an Intel Itanium-like architecture is evaluated on loops extracted from SPEC2000 integer benchmarks using the SGI Pro64 open source compiler. Our experimental results show that the our method can save power for more than 59% loops without any degradation in performance. For these cases, the average power saving on the functional units is 15.9%.
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1 Introduction

Power dissipation is becoming one of the major design issues of future high performance processor architectures and embedded systems. In this paper, we focus on the impact of software pipelining [21] on power consumption. Software pipelining is an important compilation technique applied on loops to exploit instruction level parallelism. In the past, resource constrained software pipelining has been studied extensively by several researchers and a number of modulo scheduling algorithms have been proposed in the literature [6, 16, 21, 31]. The objective of a software pipelining method is to construct a schedule that satisfies both the resource constraints of the architecture and the dependence constraints imposed by the program, such that the constructed schedule has a very low initiation interval (II). The schedule which achieves the lowest possible II for the given resource constraint is said to be a rate-optimal schedule. For a comprehensive survey of software pipelining methods the reader is referred to [30].

This paper presents a new power-aware software pipelining method for VLIW architectures, which can minimize the power consumption of software pipelined loops without sacrificing performance. This is possible due to the following facts: first, a large number of instructions have scheduling slacks — i.e., each of these instructions can be scheduled in one of many time steps without degrading the performance of the schedule. This is because either these instructions are off the critical (recurrence) cycles in the loop or they do not use the critical resource(s). Such slack has been profitably used to reduce the register pressure in some of the software pipelining methods [16, 25]. For instruction scheduling, it is found that a significant number of instructions have slacks beyond 1 cycle [4]. Second, in a modern VLIW architecture, functional units are usually fully pipelined and multiple instances of the same kind of functional units are provided to unleash instruction level parallelism [19]. For a fully pipelined functional unit, on each cycle, a new instruction can be issued to it. Thus a number of instructions can be present in different stages of the functional unit in a given time step. This increases the utilization of a functional unit and other functional units of the same kind can be released. This in turn leads to reduced power consumption in all-or-nothing clock-gating model [3].

The target processor we are modeling use all-or-nothing clock-gating to gate the clock of idle functional units. Clock-gating is a circuit technique to gate input clock of unused partitions thus disable needless toggling at each cycle. It is pervasively used in modern processor design to realize power saving. However, aggressive clock-gating cannot be used indiscriminately since it may generate glitches, cause clock skew and severely increase the complexity of timing verification at high frequency [13, 36, 14]. Thus in practical design, the granularity at which the clock-gating is applied differs from processor to processor. Clock-gating on functional unit level is a reasonable design choice and it is adopted in pratice. Alpha 21264 microprocessor [13] is a working example, its divider datapath is operated on one conditional clock. Since clock is the major contributor to CPU power [10], under all-or-nothing clock-gating model, it is reasonable to assume that the functional units bear only two states – active or inactive, and nothing in between. Correspondingly, throughout this paper we assume that for each functional unit, constant amount of power is consumed in active state, including dynamic power and leakage power; whereas in inactive state, only leakage power is consumed [9].

Traditional software pipelining approaches schedule instructions in each cycle based on certain pri-
priority order, as long as there are available resources. This applies not only to critical instructions, those that are on critical recurrence cycle(s) or those that use critical resource(s), but also to all other instructions as well. In certain software pipelining methods, instructions are scheduled at the earliest possible time [31]. However, issuing instruction as early as possible may schedule non-critical instructions along with critical instructions at the same time step, requiring multiple instances of functional units to be active simultaneously. As explained earlier, since we assume a power model in which all or none of the stages of a functional unit is switched off, many instances of the functional units being active simultaneously increases power consumption. As opposed to this, if certain non-critical instructions are scheduled at later cycles to an already active functional unit, i.e., which have instructions in some of stages of the pipeline, some other functional units of the same kind can be completely powered down, resulting in reduced power consumption. Thus, from the angle of power reduction, it may be reasonable to delay the schedule of some of the non-critical instructions so that they can be issued in the available empty slot of an active functional unit at a later cycle. This could be done in such a way that there is no performance degradation be introduced.

One interesting question in software pipelining context therefore is: Is it possible to schedule instructions in such a way that rate-optimality, in terms of minimum initiation interval (II), is obtained while reducing the power consumption by reducing the total number of function units in use? To answer this question, we define the power aware software pipelining as below:

**Problem** Given a loop $L$ and a machine architecture $M$, construct a schedule that achieves rate-optimality for $L$ under the given resource constraints of $M$, and consumes the minimal power.

In this paper we formulate the power-aware software pipelining problem as an integer linear programming(ILP) problem. As illustrated in an earlier work [32], while an integer linear programming based method may not directly be used in a production compiler, it is still useful for the evaluation of (performance) bounds that can be achieved by any heuristic based method. Unlike some of the earlier (simpler) ILP formulation for pipelined functional units [11], the proposed power aware software pipelining ILP formulation models precisely the pipelined functional unit usage in each clock cycle. This in turn helps to model the power consumed accurately. In our ILP formulation, we use the minimal power consumption as the objective function.

The proposed ILP formulation is implemented on an Itanium-like architecture [18, 19] in SGI Pro64 compiler. We have tested our method on 1983 loops extracted from SPEC2000 integer benchmarks. Our experimental results show that for 59% of the loops, the proposed power-aware software pipelining method can achieve better schedules in terms of power consumed than a performance-oriented power-unaware approach, within the same performance. For these cases, the average percentage of power saving on functional units is 15.9%. It should be noted here that our approach considers only the power savings in functional units, and hence the 15.9% reduction is only with regard to power consumed by functional units.

This paper is organized as follows. In section 2 we motivate our power-aware software pipelining method with the help of an example. Our integer linear programming formulation is described in Section 3. The experimental results on loops extracted from SPEC2000 integer benchmark are reported in Section 4. A discussion on related work is presented in Section 5. Section 6 concludes our work.
2 Motivation

In this section, we motivate power-aware software pipelining with the help of a motivating example.

Consider a VLIW architecture with the machine configuration as shown in Table 1. As shown in the table, there are 1 adder and 2 multipliers in the architecture. The adder only takes one cycle (i.e., a trivial case of a fully pipelined unit). The two multipliers are fully pipelined with two cycle latency (2 stages). We use normalized data for power and assume that an active adder consumes 1 unit of power, while an inactive adder consumes 0.1 unit of power. The multiplier consumes 2.0 or 0.2 units of power depending on its state as in the Cai-Lim model [9]. In this paper, we focus on the power consumption of functional units while neglecting other components like issue logic, data cache and instruction cache, memory, etc.
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Table 1: Target Machine Configuration

<table>
<thead>
<tr>
<th>Functional unit type</th>
<th>Adder</th>
<th>Multiplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numbers</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Stages</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Active power</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Inactive power</td>
<td>0.1</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Consider the DDG shown in Figure 1, where there are three instructions (one add and two multiply instructions) in the loop. The directed arcs and the numbers adjacent to nodes in the DDG indicate, respectively, data dependences and dependence distance.

First, we calculate the lower bound on the initiation interval (II), which is the maximum of the bound imposed by the recurrences in the loop and the bound imposed by the resource constraints. They are referred to as RecMII and ResMII respectively [30]. RecMII is given by:

$$RecMII = \max \left\{ \left\lfloor \frac{d(C)}{m(C)} \right\rfloor : \forall C \in \text{cycles of } G \right\}$$

where $d(C)$ is the sum of the latencies of the nodes in cycle $C$ of the dependence graph, and $m(C)$ is the sum of the dependence distances around cycle $C$. In the given DDG, there is a critical cycle involving $S0$ and $S1$, which makes the RecMII to be 3.
The lower bound of II governed by the resource constraint is given by:

\[ ResMII = \max \left\{ \left[ \frac{1}{R_r} \right] \mid \forall r \in [0, h - 1] \right\} \]

where \( \zeta(r) \) is the set of all instructions in the DDG \( G \) that use functional unit \( r \) for its execution, \( R_r \) is the number of functional units of type \( r \) defined by the micro-architecture, \( h \) is the number of different types of the functional units. For the given DDG, \( ResMII \) is 1.

The lower bound of II for the given DDG under the resource constraints of architecture \( M \) is thus \( \max(3,1) = 3 \). Table 2 gives a possible schedule with II = 3. Thus we note that 3 is a feasible II for the given DDG.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Time Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>s0 s1 s2</td>
</tr>
<tr>
<td>1</td>
<td>s0 s1 s2</td>
</tr>
<tr>
<td>2</td>
<td>s0 s1 s2</td>
</tr>
</tbody>
</table>

Table 2: A Feasible Schedule for DDG in Figure 1

Let us calculate the power consumption of the loop based on the activities of functional units in the repetitive pattern. Without loss of generality, we choose to study power consumption in the repetitive pattern from cycle 3 to cycle 5. At cycle 3, both multiply instructions (S0 and S2) in the loop are issued, and they must be issued to two different multipliers to avoid structural hazard. At cycle 5, add instruction S1 is issued to the adder. Thus the two multipliers are busy for two consecutive cycles and idle for one cycle. The adder is busy for one cycle and idle for the remaining two cycles. During a single II, the energy consumed by the adder is

\[ 1 \times 1 + 2 \times 0.1 = 1.2 \]

And the energy consumed by each of the two multipliers is

\[ 2 \times 2 + 1 \times 0.2 = 4.2 \]

Thus the total energy consumed by all the functional units is

\[ 1.2 + 4.2 \times 2 = 9.6 \]

An interesting question to ask is: does there exist any other rate-optimal schedule which consumes less energy? The answer is yes because the issue time of S2 can be delayed by one cycle without changing II, since S2 is not on the critical cycle, and the proposed delay should not increase II of the loop, hence its total execution time. Further, since the multiplier is fully pipelined, scheduling S2 at time step 4 in the linear schedule, i.e., time step 1 in the repetitive pattern does not conflict with schedule time of S1 which is in the critical cycle. Thus S2 can be scheduled at time step 4 without affecting the value of II. Applying this observation, we construct another schedule which is shown in Table 3.

Let us calculate the energy consumed by the new schedule. At cycle 3, S0 is issued, it goes to one of the two multipliers. At cycle 4, S2 is issued. Since the multiplier is fully pipelined, S2 can be issued
to the same multiplier as $s0$, causing higher utilization of one of the two multipliers and low (zero) utilization of the other. $s2$ completes its execution at the end of time step 5, thus, in this new schedule, one of the two multipliers is active for all 3 cycles (from time step 3 to 5) while the other one is always idle. Thus energy consumed by them during a single II is $2 \times 3 + 0.2 \times 3 = 6.6$. As for the adder is concerned, it consumes the same amount of energy as the previous schedule, which is 1.2. Taking all the functional units into account, power consumption of the new schedule is $6.6 + 1.2 = 7.8$. Compared to the prior one, the new schedule consumes 18.8% less of power.

One key observation that can be made from the two schedules is that the latter schedule makes a better use of the multiplier pipeline. Only one of the two multipliers is active while the other can be completely powered down, resulting in reduction in power/energy. As our motivating example shows, indeed, there exist considerable opportunity to reduce power/energy consumption of the software pipelined loop by taking advantage of the slack of non-critical instructions.

In the following section we formulate the power-aware software pipelining problem as an integer linear programming problem.

### 3 Integer Linear Programming Formulation

Let the number of nodes in the DDG be $N$. We formulate the problem of constructing a software pipelined schedule with a specific II as below. To achieve a rate-optimal schedule, we need to try successive values of II from $MII$ (minimum initiation interval) until a schedule is found. Note that in our formulation $N$ and $II$ are constants. Further, in our formulation, we consider only modulo schedules which are periodic. In a periodic schedule, instruction $s$ in the $i$th iteration is scheduled at time $II \cdot i + t_s$, where $t_s$ is the schedule time of $s$ in the first iteration, starting from zero. The schedule time of all instructions in the first iteration is represented by an $N$-element vector

$$\Gamma = [t_0, t_1, \ldots, t_{N-1}]^{\text{Transpose}}$$

Resource constraints can be checked in the repetitive pattern. The repetitive pattern is represented by an $II \times N$ matrix $A$. Matrix $A$ is a 0-1 matrix with $a_{t,i} = 1$ if instruction $i$ is issued at time step $t$ in the repetitive pattern; otherwise $a_{t,i} = 0$. In our formulation, vector $\Gamma$ is related to matrix $A$ as

$$\Gamma = II \cdot \kappa + A^{\text{Transpose}} \times [0, 1, \ldots, (II - 1)]^{\text{Transpose}}$$

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Time Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>s0</td>
</tr>
<tr>
<td>1</td>
<td>s0</td>
</tr>
<tr>
<td>2</td>
<td>s0</td>
</tr>
</tbody>
</table>

Table 3: The Energy Saving Schedule for DDG in Figure 1
That is,

\[
\begin{bmatrix}
  t_0 \\
  t_1 \\
  \vdots \\
  t_{N-1}
\end{bmatrix} = N \times \begin{bmatrix}
  k_0 \\
  k_1 \\
  \vdots \\
  k_{N-1}
\end{bmatrix} + \begin{bmatrix}
  a_{00} & \cdots & a_{0,N-1} \\
  a_{10} & \cdots & a_{1,N-1} \\
  \vdots & \ddots & \vdots \\
  a_{N-1,0} & \cdots & a_{N-1,N-1}
\end{bmatrix} \times \begin{bmatrix}
  0 \\
  1 \\
  \vdots \\
  N-1
\end{bmatrix}
\] (1)

To help understanding what \( \kappa \) is, each element \( k_i \) of \( \kappa \) is associated with \( t_i \) in vector \( \Gamma \) as:

\[ k_i = \left\lfloor \frac{t_i}{N} \right\rfloor \]

Intuitively \( A^\text{Transpose} \times [0, 1, \cdots, (II - 1)]^\text{Transpose} \) is the offset of instructions in the repetitive pattern. The matrix \( \Gamma, \kappa \) and \( A \) for the schedule shown in Table 3 are:

\[
\begin{array}{c}
  \kappa = \begin{bmatrix}
    2 \\
    4 \\
    0 \\
    1
  \end{bmatrix} \\
  \Gamma = \begin{bmatrix}
    0 & 0 \\
    2 & 4 \\
    1 & 0 \\
    0 & 1
  \end{bmatrix} \\
  A = \begin{bmatrix}
    1 & 0 & 0 \\
    0 & 0 & 1 \\
    0 & 1 & 0
  \end{bmatrix}
\end{array}
\]

The following equation guarantees that each instruction is scheduled exactly once in the repetitive kernel:

\[
\sum_{i=0}^{N-1} a_{i,i} = 1, \quad \forall i \in [0, N-1]
\] (2)

If a dependence arc exists from node \( i \) to node \( j \) with dependence distance \( m_{i,j} \) and the latency is \( d_{i,j} \), then Inequality 3 must hold.

\[
t_j - t_i \geq d_{i,j} - 2 \cdot m_{i,j}, \quad \forall (i, j) \in E
\] (3)

Next we formulate resource constraints. Let \( \zeta (r) \) denote the set of all instructions bound to functional units of type \( r \). For a fully pipelined functional unit, it is exclusively occupied by some instruction only at the issue cycle of that instruction. The number of functional units of type \( r \) that are needed for the schedule at time step \( t \) is

\[
\sum_{i \in \zeta (r)} a_{i,i}
\]

Thus the following inequality enforces the resource constraint for all functional unit types and all time steps in the repetitive kernel.

\[
\sum_{i \in \zeta (r)} a_{i,i} \leq R_r, \quad \forall t \in [0, II - 1], \forall r \in [0, h - 1]
\] (4)

where \( R_r \) is the number of available functional units of type \( r \), \( h \) is the number of different types of functional units.
The resource and dependence constraints in our formulation are same as that in [11, 12]. Next we formulate the power consumption of the software pipelined schedule which is our contribution in this paper. To model the power consumption for each functional unit at each time step, we need to know the number of active functional units. For this purpose, besides the starting time of each instruction, we also need to know how long each instruction takes to execute in the pipeline. Furthermore, it is important to know exactly for how many time steps each functional unit is active, taking into consideration overlapped execution of different instructions on the same functional units. For example, in the schedule shown in Table 3 one of the two multipliers is busy for 3 cycles in the repetitive pattern, taking the overlapped execution of instructions $S_0$ and $S_2$.

An instruction $i$ issued at time $t$ in the repetitive pattern will be in stage $s$ at time step $(t+s) \mod II$. To model the usage of the stages of different functional units, we introduce a 3-dimensional array $U = [u_{t,i,s}]$. In the array each element is defined as:

$$u_{t,i,s} = 1 \iff \text{instruction } i \text{ is in stage } s \text{ of the pipeline at time step } t$$

Derived from above discussion, $u_{t,i,s}$ is defined by matrix $A$ in Equation 5 and 6 as below. It should be noted here that different types of instructions may take different cycles on the functional unit, it is interpreted as that some instructions don’t go through all the stages of the functional unit pipeline for their execution. That is why Equation 6 is needed.

$$u_{t,i,s} = a_{(t-s)\mod II}$$

\[ \forall i \in [0, N - 1], \forall t \in [0, II - 1], \forall s \in [0, d_i - 1] \tag{5} \]

$$u_{t,i,s} = 0$$

\[ \forall i \in [0, N - 1], \forall t \in [0, II - 1], \forall s \in [d_i, L_r - 1] \tag{6} \]

where $d_i$ is the latency of instruction $i$ and $L_r$ is the maximum latency of all instructions that can be executed on functional unit of type $r$.

**Theorem 3.1** Two instructions $i$ and $j$ bound to functional unit of the same type can be issued to the same functional unit if and only if $u_{t,i,s} + u_{t,j,s} \leq 1$ for all $t \in [0, II - 1]$ and $s \in [0, L_r - 1]$ in the software pipelined loop.

**Theorem 3.2** In a software pipelined schedule, number of functional units of type $r$ being used at time step $t$ is

$$F_{t,r} = \max \left\{ \sum_{i \in \xi(r)} u_{t,i,s} | s \in [0, L_r - 1] \right\}.$$ 

The above equation can be expressed in a linear form as:

$$F_{t,r} \geq \sum_{i \in \xi(r)} u_{t,i,s} \quad \forall s \in [0, L_r - 1] \tag{7}$$
The above inequality must hold for all $t$ and for all function unit types $r$.

Let us assume that the power consumed by functional unit of type $r$ is $P_r$ when it is active and $P_r/10$ when it is inactive. The energy consumed by the active functional units of type $r$ during period of length $II$ is:

$$\sum_{t=0}^{H-1} F_{t,r} \cdot P_r$$

The energy consumed by the inactive functional units is:

$$\sum_{t=0}^{H-1} (R_r - F_{t,r}) \cdot \frac{P_r}{10}$$

Thus, the total energy consumed by function units of all types during each period of $II$ is:

$$\frac{9}{10} \cdot \sum_{r=0}^{h-1} \left( P_r \cdot \sum_{t=0}^{H-1} F_{t,r} \right) + \frac{T}{10} \cdot \sum_{r=0}^{h-1} (P_r \cdot R_r)$$

Since the second term in the above expression corresponds to the leakage power of the functional units, which is consumed irrespective of whether or not the functional unit is active, the power-aware software pipelining formulation only need to minimize the first term. To reduce the overall energy consumed by functional units of all types, the objective function should be:

$$\min \sum_{r=0}^{h-1} \left( P_r \cdot \sum_{t=0}^{H-1} F_{t,r} \right)$$

The above objective function should be minimized subject to Inequalities 1 – 7.

4 Results

4.1 Experimental Framework

We implemented our power-aware software pipelining approach in a framework that uses the SGI Pro64 compiler [33], which is an open source compiler targeted to Intel Itanium processor [18, 19]. The SGI Pro64 compiler is invoked with optimization level 3. At optimization level 3, extensive high level optimization including dead code elimination, copy propagation, common subexpression elimination, induction variable elimination and strength reduction are applied on the intermediate representation WHIRL. Then the WHIRL is lowered to another form of intermediate representation, which is called TOP. The transformations applied on TOP before the software pipelining are control flow optimization, block level optimization, if-conversion and critical path reduction. We extract data dependence graphs(DDG) at the beginning phase of software pipelining.

Using this compiler framework we apply our approach on loops extracted from SPEC2000 integer benchmarks. The statistics on the data dependence graphs used in our experiments is summarized in Table 4. For these DDGs, using a simple program, we generate the integer linear programming formulation (as given in Section 3) and solve these ILP problem using a commercial ILP solver, CPLEX [17].
The target processor for which our integer linear programming formulation is applied is an Itanium-like processor. We use the ISA defined by Intel IA-64 and operation latency defined by Itanium. The total number of instructions defined by the IA-64 architecture is 759. For the 759 different instructions, each of them falls into one of these six categories: *A-type instruction*, *I-type instruction*, *M-type instruction*, *B-type instruction*, *F-type instruction* and *X-type instruction*. The detailed description of each class is given in [18]. Since our power aware software pipelining method applies only to inner-most loops without conditionals, all the instructions in the loop body are non-control-flow instructions. Hence we only need to consider instructions of types *A*, *I*, *M* and *F*. In the micro-architecture defined by Itanium, the binding relation between instructions and functional units are as follows: *A-type instructions* can be executed by either I-unit(integer ALU) or M-unit(memory unit), *I-type instructions*, *M-type instructions* and *F-type instructions* are mapped to I-unit, M-unit and F-unit(floating-point unit) respectively. The complex binding of instruction types to functional units defined in [19] necessitates the ILP formulation given in Section 3 to be refined in order to accurately model the resource usage in the Itanium architecture. Interested reader is referred to [39] for the refined formulation.

Lastly, in this study we assume that the power consumption of each functional units as given in Table 5, based on available literature on the DEC Alpha [13] and Intel PentiumPro [26]. Power data in the table is normalized since we are not counting the absolute power, but evaluating the improvement can be made by our approach. We use the power model in Table 5 because power details of Itanium processor is not publicly available, however our ILP formulation can be smoothly re-targetted to Itanium architecture once we have more knowledge on Itanium low-level design details.

Table 4: Statistics on SPEC 2000 Benchmark Evaluated

<table>
<thead>
<tr>
<th>Benchmark</th>
<th># of DDGs</th>
<th>avg # of nodes</th>
<th>avg # of edges</th>
<th>avg MII</th>
</tr>
</thead>
<tbody>
<tr>
<td>gzip</td>
<td>69</td>
<td>7.3</td>
<td>12.8</td>
<td>3</td>
</tr>
<tr>
<td>vpr</td>
<td>93</td>
<td>15.4</td>
<td>47.6</td>
<td>12</td>
</tr>
<tr>
<td>gcc</td>
<td>415</td>
<td>11.2</td>
<td>26.4</td>
<td>8</td>
</tr>
<tr>
<td>mcf</td>
<td>22</td>
<td>12.8</td>
<td>62.6</td>
<td>9</td>
</tr>
<tr>
<td>crafty</td>
<td>86</td>
<td>11.4</td>
<td>33.5</td>
<td>5</td>
</tr>
<tr>
<td>parser</td>
<td>116</td>
<td>7.4</td>
<td>16.1</td>
<td>5</td>
</tr>
<tr>
<td>eon</td>
<td>101</td>
<td>7.7</td>
<td>19.9</td>
<td>4</td>
</tr>
<tr>
<td>perlbench</td>
<td>182</td>
<td>9.7</td>
<td>25.7</td>
<td>7</td>
</tr>
<tr>
<td>gap</td>
<td>620</td>
<td>11.2</td>
<td>28.8</td>
<td>7</td>
</tr>
<tr>
<td>vortex</td>
<td>49</td>
<td>18.8</td>
<td>81.3</td>
<td>14</td>
</tr>
<tr>
<td>bzip2</td>
<td>63</td>
<td>9.4</td>
<td>21.0</td>
<td>6</td>
</tr>
<tr>
<td>twolf</td>
<td>317</td>
<td>18.7</td>
<td>63.8</td>
<td>12</td>
</tr>
<tr>
<td>total</td>
<td>2133</td>
<td>12.0</td>
<td>34.0</td>
<td>7.8</td>
</tr>
</tbody>
</table>

Table 5: Power Model

<table>
<thead>
<tr>
<th>FU numbers</th>
<th>I-unit</th>
<th>M-unit</th>
<th>F-unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>active power</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>inactive power</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
</tr>
</tbody>
</table>
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4.2 Experimental Results

We implemented our minimum power software pipelining formulation by integer linear programming using CPLEX. For comparison, also we implemented a power-unaware software pipelining formulation, which only use constraints 1 - 4 in Section 3. The power savings, in percentage, is given by:

\[ R = \frac{P - P_{\text{min}}}{P} \times 100\% \]

where \( P \) and \( P_{\text{min}} \) are, respectively, the power consumed by the power-unaware and the power-aware software pipelining schedules.

Out of the 2133 loops in Table 4, 146 of them is too large for the ILP solver and cannot be solved in a reasonable amount of time. The results for all the other loops are tabulated in Table 6. For each benchmark, we report the number of loops in which (i) no power saving is obtained, (ii) power saving is obtained by applying our power-aware software pipelining approach. For each case, we report the average II. Also for the second case, we report the average power saving in percentage. We observe that in 1174 loops – about 59% cases – the power aware software pipelining approach results in power saving. The overall average power saving in the 1174 loops is 15.9%. For the remaining 813 loops there is no power saving. The reason could be that: (i) the instructions in these DDGs doesn’t have slack and thus cannot be moved around to effect power savings; and (ii) even in cases where instructions have slack, the slack may not be sufficient enough to move instructions to reduce the number of active functional units.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>DDGs no saving</th>
<th>DDGs with saving</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>avg II</td>
</tr>
<tr>
<td>gzip</td>
<td>36</td>
<td>1.8</td>
</tr>
<tr>
<td>vpr</td>
<td>25</td>
<td>9.3</td>
</tr>
<tr>
<td>gcc</td>
<td>184</td>
<td>6.5</td>
</tr>
<tr>
<td>mcf</td>
<td>5</td>
<td>2.2</td>
</tr>
<tr>
<td>crafty</td>
<td>45</td>
<td>2.8</td>
</tr>
<tr>
<td>parser</td>
<td>64</td>
<td>3.3</td>
</tr>
<tr>
<td>eon</td>
<td>39</td>
<td>2.7</td>
</tr>
<tr>
<td>perlmbk</td>
<td>82</td>
<td>5.2</td>
</tr>
<tr>
<td>gap</td>
<td>206</td>
<td>5.6</td>
</tr>
<tr>
<td>vortex</td>
<td>14</td>
<td>13.6</td>
</tr>
<tr>
<td>bzip2</td>
<td>33</td>
<td>3.6</td>
</tr>
<tr>
<td>twolf</td>
<td>80</td>
<td>11.3</td>
</tr>
<tr>
<td>total</td>
<td>813</td>
<td>5.8</td>
</tr>
</tbody>
</table>

Table 6: Power Saving for SPEC 2000 Benchmarks

Our studies reveal that the average value of II in the power saving loops is typically greater that that for the no-power saving loops in each benchmark. This is not surprising, as higher the value of II, higher is slack for different instructions and there is more scope for the power aware scheduling method to schedule instructions to achieve power reduction.
5 Related Work

Software pipelining has been studied extensively in the literature. Several modulo scheduling methods [6, 16, 21, 31] have been proposed. An extensive survey of these work have been presented in [30]. While many of these work concentrate on getting a rate-optimal schedule, other equally important issues to achieve high performance including register allocation and spill code generation [40, 24], prefetching in both numerical and non-numerical programs [28, 34] have been getting recent attention. Integer linear programming formulation is widely used to derive rate-optimal schedules [11, 12, 1]. Comparison between the rate-optimal scheduling formulation and the software pipelining in MIPSpro, which is a production quality compiler has been made in [32]. A lot of efforts have been put on applying ILP on instruction scheduling [38], register allocation [2] and software pipelining [7] while reducing its time-complexity thus applicability of ILP approach can be widened.

Applying compilation techniques to reduce power consumption is a relatively new topic. Power consumption on a per-instruction basis is analyzed in [35, 29]. Power-aware instruction scheduling [22] and register renaming [27] methods are studied to reduce Hamming distance of adjacent instruction words thus minimizing switching activities on the instruction cache data bus.

There are a lot of ongoing research in micro-architectural level power analysis [9, 3, 37] and reduction [8, 41, 20]. Synergy between compilation techniques and micro-architectural level power-reducing mechanisms is a must to achieve significant power saving. In particular, compiler researchers studied the interaction between program transformation and frequency/voltage scaling [15, 5, 23]. Exploiting schedule slacks to reduce power consumed by execution unit is attracting increasing attention [41, 20]. In contrast to aforementioned works, this paper is focused on current micro-architecture, without the need of introducing frequency and voltage scaling.

6 Conclusions

In this paper we address the problem of generating a software pipelined schedule for loop body that is optimal in terms of the power consumed by the functional units during the execution. This problem is motivated by two observations: (1) functional units in modern processor are fully pipelined; (2) there are instructions in the loop that are not on the critical cycle. By exploiting slacks in the rate-optimal schedule, we can come up with a schedule that consumes less power. This problem is formulated as an integer linear programming(ILP) problem and solved using a commercial solver. We evaluated this approach on SPEC2000 benchmark and our experimental results show that, out of the 1987 loops tested, our power aware software pipelining approach produces schedules which consume less power in 59% cases. In these cases, the average power saving is 15.9%.
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On the Itanium Architecture, three types of functional units, namely integer ALU, memory unit, and floating-point ALU. There are two instances for each type of functional units, and are referred to as I0, I1, M0, M1, F0 and F1. The instructions in Itanium are classified as of A-unit, I-unit, M-unit and F-unit type instructions. The binding relation between the instruction types and functional units is as follows: A-unit instruction can be executed on either integer ALUs or memory units, i.e., on I0, I1, M0 or M1. I-unit instructions are bound only to integer ALU (i.e., I0 or I1), M-unit instructions to memory unit (i.e., M0 or M1), and F-unit instructions to floating point ALU (i.e., F0 or F1). The two instances of the functional units in each type are slightly different. While a large majority of M-unit, I-unit, F-unit instructions can be executed on any of the two instances, a small portion of instruction can only be bound to one of them, namely M0, I0 or F0.

Hence, the ILP formulation in Section 3 should be refined to reflect the flexibility in scheduling A-unit instructions to either Integer ALUs or Memory units, as well as to account the asymmetry between two instances in each functional unit type. We define the functional unit set as:

\[ R = \{ I_0, I_1, M_0, M_1, F_0, F_1 \} \]

For an A-unit instruction \( i \), the following equation relates \( a_{t,i} \) and the specific functional unit (one of \( I_0, I_1, M_0 \) and \( M_1 \)) to which it is mapped to.

\[
a_{t,i} = I_{0,t,i} + I_{1,t,i} + M_{0,t,i} + M_{1,t,i} \quad \forall i \in A
\]

where the right hand side variables are all 0-1 integer variables. \( I_{0,t,i} \) is true if and only if instruction \( i \) is mapped to \( I_0 \) and is scheduled at time step \( t \); similarly for variables \( I_{1,t,i}, M_{0,t,i}, \) and \( M_{1,t,i} \). Likewise, we can define similar variable to indicate the mapping of I-unit, M-unit, and F-unit instructions. The respective equations are:

\[
a_{t,i} = M_{0,t,i} + M_{1,t,i} \quad \forall i \in M
\]

\[
a_{t,i} = I_{0,t,i} + I_{1,t,i} \quad \forall i \in I
\]

\[
a_{t,i} = F_{0,t,i} + F_{1,t,i} \quad \forall i \in F
\]

For specific instructions which can only go to I0, M0 or F0 functional units we have:

\[
a_{t,i} = I_{0,t,i} \quad \forall i \in I_0
\]

\[
a_{t,i} = F_{0,t,i} \quad \forall i \in F_0
\]

\[
a_{t,i} = M_{0,t,i} \quad \forall i \in M_0
\]
The resource constraints on the functional units \( F \) is formulated as:

\[
\begin{align*}
\sum_{i \in \zeta(I_0)} I_{0,i} & \leq 1, & \forall t \in [0,II - 1] \quad (16) \\
\sum_{i \in \zeta(I_1)} I_{1,i} & \leq 1, & \forall t \in [0,II - 1] \quad (17) \\
\sum_{i \in \zeta(M_0)} M_{0,i} & \leq 1, & \forall t \in [0,II - 1] \quad (18) \\
\sum_{i \in \zeta(M_1)} M_{1,i} & \leq 1, & \forall t \in [0,II - 1] \quad (19) \\
\sum_{i \in \zeta(F_0)} F_{0,i} & \leq 1, & \forall t \in [0,II - 1] \quad (20) \\
\sum_{i \in \zeta(F_1)} F_{1,i} & \leq 1, & \forall t \in [0,II - 1] \quad (21)
\end{align*}
\]

Lastly we note that \( u_{t,i,s} \) can still defined in terms of \( a_{t,i} \) as in Equations 5 and 6. Similarly, \( F_{t,r} \) in Equation 7 is same as before, except that the definition of \( i \in \zeta(r) \) changed appropriately as \( i \in \zeta(I_0) \), etc. formulation in Section 3 to the variables \( I_{0,t,i}, I_{1,t,i}, \) etc.