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Question 1: Program Execution Model (PXM) vs. Programming Model (PM)
Question 3: Of the programmability of dataflow models

A Macro Task Graph, or Macro Data Flow Graph, generated from a sequential
program written in C or Fortran (PM) by Earliest Executable Condition (EEC)
Analysis is executed by using static or dynamic task scheduling (PXM) .
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Earliest Executable Condition Analysis for Coarse
Grain Tasks (Macro-tasks)
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Earliest Executable Conditions

Macrotask No.

Earliest Executable Condition

1

2 12

3 (1) 3 |

4 24 OR (13

5 (4) 5 AND[24 OR (1) 3]
6 | 3 0OR (2) 4

7 5 OR 4 ¢

8 (2)4 OR (1) 3

9 8 9

10 . (8) 10

11 89 OR 810
12 1112 AND [ 9 OR (8) 10]
13 1113 OR11 12

14 (8) 9 OR (8) 10

15 215




OSCAR Parallelizing Compiler

To improve effective performance, cost-performance
and software productivity and reduce power

Multigrain Parallelization(chc1991,zom,04)

coarse-grain parallelism among loops and
subroutines (2000 on SMP), near fine grain
parallelism among statements (1992) in
addition to loop parallelism

Data Localization

Automatic data management for distributed

shared memory, cache and local memory
(Local Memory 1995, 2016 on RP2,Cache2001,03)

Software Coherent Control (2017)

Data Transfer Overlappingoie partialy)

Data transfer overlapping using Data
Transfer Controllers (DMAS)

Power Reduction
(2005 for Multicore, 2011 Multi-processes, 2013 on ARM)

Reduction of consumed power by |
compiler control DVFS and Power |

gating with hardware supports.

I

. o, S
BES0 OO0 S0 B OO GO o
e e e =N

mEoOE B oG Ee oo anan ™G oo
el T TR e

e ——

CPU3

DRPO

CORE ‘ DTU

CORE | DTU

88.3% Powér Reduction

I ——




C)

(@

Sequential Application

Program in Fortran or C

(Consumer Electronics, Automobiles,
Medical, Scientific computation, etc.)
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OSCARAPI for Homogeneous and/or
Heterogeneous Multicores and manycores

Directives for thread generation, memory,
data transfer using DMA, power
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Question 2: System-level API and Fine-Grain Parallelism

When a task grain is too fine like a basic block, OSCAR compiler applies
static scheduling with task fusion. Usually static scheduling is more
efficient than dynamic for fine grain. OSCAR API is used for execution on

various multicores and global address space multiprocessor systems.
Macro Task Fusion for Static Task Scheduling used in car engine control
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OSCAR API Ver. 2.0 for Homogeneous LcrPc2009)
/Heterogeneous .crc2010) Multicores and Manycores

API for Parallel Processing on Various Multicores, Power Management,
Hardware and Software Cache Control, and Local Memory Management

Manual Download: http://www.kasahara.cs.waseda.ac.jp/api/regist.php?lang=en&ver=2.1

List of Directives (22 directives)

» Parallel Execution API » Power Control API
parallel sections (¥) fvcontrol
flush (%) get fvstatus
critical (¥) » Timer API
execution

» Memoay Mapping API
threadprivate (*)
distributedshared
onchipshared

» Synchronization API
groupbarrier

» Data Transfer API
dma_ transfer
dma_contiguous parameter
dma_ stride parameter
dma_ flag check
dma_flag send

(* from OpenMP)

get current_ time

Accelerator
accelerator task entry

Cache Control

»  cache writeback
cache selfinvalidate
complete _ memop
noncacheable
aligncache

2 hint directives for OSCAR compiler
. accelerator task
. oscar_comment
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