
University of Delaware
Department of Electrical and Computer Engineering
ELEG652 - Principles of Parallel Architectures

Fall 2014
Prof. Guang R. Gao

Course Project:
A Symbiotic Relation between Big Data and Big Compute:

The Fraud Detection Case Study

Description:

As some of you may have heard during one of this  semester’s Distinguished Lectures,  DOE’s Lucy
Nowell mentioned that there exists a symbiotic relation between the emerging field of Big Data and the
established  field  Big Computing (i.e.  Supercomputing).  In  this  project,  you will  learn such  a  close
relationship through a specific case study: On-Line Fraud Detection.

On-Line Fraud Detection involves identifying a fraud as soon as it has been perpetrated into the system.
This technique is only successful by having a training algorithm that can produce a model suitable to be
used by a real-time detector. In this project, we will focus on fraud detection for credit card transactions
(see Figure 1),  using  Markov chains to train the model  off-line and a  parallel  implementation of  a
concurrent queue for on-line detection.

Fig 1. Offline training and online detection

The project will be divided in three stages to give the opportunity to students to make partial progresses
towards a final presentation and report due at the end of the semester. This document presents the general
project’s  overview and Stage  1’s  description.  Other  stage's descriptions  will  be  posted in  upcoming
weeks.

Students will be divided in the following three groups, with each group having two mentors and a leader
(which will be nominated by the groups themselves). It is expected students have weekly meetings with
their mentors to address any questions and doubts about the project.

The groups and their mentors are as follows:



Group 1: Prof. Gao (ggao.capsl@gmail.com) and Rahul Deore (rahuld@udel.edu)
 Weiyang Chen (wienchen@udel.edu)
 Yifeng Cong (cong@udel.edu)
 Zhihang Guo (zhguo@udel.edu)
 Jose Monsalve (josem@udel.edu)

Group 2: Haitao Wei (whtaohust@gmail.com) and Sergio Pino (sergiop@udel.edu)
 James Evangelos (jime@udel.edu)
 Minghao Li (marklee@udel.edu)
 Sun Ming (sunming@udel.edu) 
 Siddhisanket Raskar (sraskar@udel.edu)

Group 3: Stephane Zuckerman (szuckerm@udel.edu) and Tu Hao (tuhao@hust.edu.cn)
 Laura Rozo (lrozo@udel.edu)
 Enbo Wang (enbowang@udel.edu)
 Chaunzhen Wu (kavfwu@udel.edu)
 Pouya Fotouhi (pfotouhi@udel.edu)

The stages for the project are the following:

Stage 1: 
 Title: Literature Review

 Objective: Students will perform a background review on two relevant topics: Markov models
and Hadoop framework. To be more efficient,  each group may divide itself in subteams of 2
students for this review. Although each subteam will take charge of one topic, the results of their
reviews should be communicated internally to all group’s members.

 Result: Students will submit the answers to the following questions before October 31st at 23.59. 

Markov Models:
A Markov chain (MC) is  a stochastic  process  with the  Markov property.  The term "Markov
chain" refers to the sequence of random variables such a process moves through, with the Markov
property defining serial dependence only between adjacent periods (as in a "chain"). It can thus
be used for describing systems that follow a chain of linked events, where what happens next
depends only on the current state of the system [1].

This project trains a MC (unsupervised learning) to create a model that a fraud detection system
can use to identify potential transaction outliers.  The resulting model will  be used to classify
sequence of transactions as normal or anomalous.

In this part of the project your job is to get familiar with the basic concepts of Markov Chain and
its application for this particular implementation of fraud detection. This process includes the

mailto:pfotouhi@udel.edu
mailto:kavfwu@udel.edu
mailto:enbowang@udel.edu
mailto:lrozo@udel.edu
mailto:tuhao@hust.edu.cn
mailto:szuckerm@udel.edu
mailto:sraskar@udel.edu
mailto:sunming@udel.edu
mailto:marklee@udel.edu
mailto:jime@udel.edu
mailto:sergiop@udel.edu
mailto:whtaohust@gmail.com
mailto:josem@udel.edu
mailto:zhguo@udel.edu
mailto:cong@udel.edu
mailto:wienchen@udel.edu
mailto:rahuld@udel.edu
mailto:ggao.capsl@gmail.com


reading  of  scientific  papers,  the  proposal  of  a  serial  pseudo  code  for  both  the  training  and
classification, the answering to some questions, and the creation of a report.

1. Background
a. Read the following documents

i. Reference  [2]  is  the  main  reference  for  the  implementation  of  both  the
training and the classification.  In reading this reference, you may wish to
focus on section 2 for the outline of the methodology, section 3.1 for the
training of the model, and section 3.2 for the classifier.

ii. Additional  references  for  estimating  the  Markov  transition  matrix  are
provided  in  [3],  [4].  In  reference  [3],  focus  on  section  2.A (Transition
Matrices When Individual Transitions Known) and appendix A (Estimating
Transition Probabilities with Observed Transitions) for  the training of the
model.  In  reference  [4],  focus  on  section  1.2  (Markov  chains)  and  1.3
(Training algorithm).

b. 1.2. For the report
i. Write down a small summary about Markov chain. Within your summary

take into account:
1. Definition
2. Properties
3. Relationship between past, present, and future (states)
4. Transition matrix
5. Representation as a graph (vertex and edges)

ii. With your own words explain the methodology presented in [2] for fraud
detection. 

iii. With your own words explain the process to train the Markov chain. 
iv. With your own words explain the local classifier and the miss-rate metric.
v. When possible add some working example to make clear your explanations.

2. From the readings, propose a serial pseudo code for the following:

a. Training the model (estimating the Markov chain transition matrix).
b. Creating a local classifier when the miss-rate metric is used.

Explain clearly the steps of the algorithms and refer to the background concepts.

3. Answer the following question about Markov Chains:
a. Decide whether each of the following vectors could be a probability vector.

i. [0.4, 0.2, 0] 
ii. [¼, ⅛, ⅝]

iii. [0.07, 0.04, 0.37, 0.52]
iv. [0.3, -0.1, 0.8]

b. Decide  whether  each  of  the  following  matrices  could  be  a  transition  matrix,  by
definition. Sketch a transition diagram for any transition matrices.



a  
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c. Think  about  the  following  sentence:  “for  a  Markov  chain,  the  conditional
distribution of any future state Xn+1, given the past states X0 , X1 , . . . , Xn−1 and
the present  state  Xn ,  is  independent  of  the  past  states  and depends only on the
present state.” [5]. What are the implications of this sentence when designing the
training  algorithm?  HINT:  consider  a  toy  training  sequence  of  states

,  and  how  the  training  algorithm  should  “analyze”  the
sequence.  
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Hadoop:
Apache Hadoop is an open-source software framework for storage and large-scale processing of
data-sets on clusters of commodity hardware. MapReduce is a software framework for easily
writing applications which process vast amounts of data in-parallel on large clusters (thousands of
nodes)  in  a  reliable,  fault-tolerant  manner.  Please  follow  installation  tutorial[1]  and  set  up
Hadoop(version 2.5.0) environment on a single-node in a pseudo-distributed mode.  Read the
MapReduce  paper  [2]  and  tutorial  [3]  for  basic  understanding,  and  [4]  for  more  details  if
necessary. Compile and run the WordCount v1.0 example in [3].

(1)  Explain  using  your  own  words  MapReduce  programming  model,  using  WordCount  as
example.
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(2) Submit a WordCount v1.0 source code with your comments;

(3)  -  Considering  the  API  definition  for  a  Mapper  and  a  Reducer,  What  are  the  data  type
requirements for a key and value Class? 
- Should the Key and Value class implement a special interface?
- What data types can be used directly as a key or value, is it possible to use a list as a key or
value?

(4) - What are combiners? 
- When should I use a combiner in a MapReduce Job? 
- If you remove the use of the combiner ( job.setCombinerClass(IntSumReducer.class) ) in the
example source code, Is there any performance difference? 
- Why does it work using the Reducer class as combiner in our example source code?

References:
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Stage 2: 
 Title: Design of a Parallel Version of the Markov Model based Learning Phase (See Fig. 1)

 Objective: TBA.

 Result due on Due on November 7th: TBA.

Stage 3: 
 Title: Implement your design on State 2 into a Fraud-Detection Platform 652-FDP

 Objective: Learn how to use 652-FDP for model training and use 652-FDP to integrate your own 
design.

 Result due on Due on November 21st: TBA.

Stage 4: 
 Title: Project’s Presentation and Report
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http://hadoop.apache.org/docs/current/hadoop-project-dist/hadoop-common/SingleCluster.html


 Objective: Present each group’s results to the class.

 Result due on Due on December 2nd and December 5th: TBA.

Submission Details: 

All  reports  will  be  submitted  using  an  IEEE  Paper  Template
(http://www.ieee.org/conferences_events/conferences/publishing/templates.html).  Remember  to  cite  all
your sources and to include all the group’s member’s names in the reports and presentations.

Include any source files  you wrote.  Each program you write  must  be commented and have its  own
Makefile.

Remember to include the HW/SW specifications of the machine(s) where you run your experiments.

All submissions will be made by the group’s leader to Jaime Arteaga jaime@udel.edu as following: all
files  in  a  ZIP  file  with  the  name  group<YOUR_GROUPS_NUMBER>-project-
stage<NUMBER_OF_STAGE>-eleg652-14f.zip (e.g.  group2-project-stage3-eleg652-14f.zip)  with
subject  ELEG652-14F Project Stage <NUMBER_OF_STAGE> (e.g.  ELEG652-14F Project Stage 3)
before the specified deadline. 
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