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Contact Information 

Instructors 

Prof. Guang R. Gao 

ggao.capsl(at)gmail.com 

Office Hours: 

TBA 

or by appointment 

Instructors 

Stephane Zuckerman 

szuckerman(at)udel.edu 

Office Hours: 

TBA 

Or by appointment 
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Course Webpage:  
http://www.capsl.udel.edu/courses/eleg652/2014/main.php?p=home 
 

http://www.capsl.udel.edu/courses/eleg652/2014/main.php?p=home
http://www.capsl.udel.edu/courses/eleg652/2014/main.php?p=home


Contact Information 

Teaching Assistant 

Jaime 

jaime(at)udel.edu 

office Hours: 

TBA 

Or by appointment 

Coordinator and Invited 
Lecturer 

Dr. Haitao Wei 

Whtaohust(at)gmail.com 

TBA 

Or by appointment 
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Course Webpage: 
http://www.capsl.udel.edu/courses/eleg652/2014/main.php?p=home 

http://www.capsl.udel.edu/courses/eleg652/2014/main.php?p=home
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BEFORE WE BEGIN: 
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When is the right time to learn about 
something? 
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Now! 



Approximate Class Schedule 
Topic Week Date 

Introduction + Vector Processing 1 08/26 

Vector Processing 2 09/02 

Parallel Programming  3 09/09 

Instruction Level Parallelism and Superscalar Architectures 4 09/16 

Shared Memory Architectures 5, 6, 7 09/23, 
09/30, 
10/07 

Networks 8 10/14 

GPUs 9 10/21 

Execution Models  + Dataflow 10, 11 10/28, 
11/04 

Manycore and Multicore Architecture Era 12, 13 11/11, 
11/25 

Final Project + Final Exam 14 12/04 

9/2/2014 652-14F  Introduction 10 



Outline 

• Course Information 

• Contact Information 

• Class Schedule 

• Homework 

• Grading 

• Course Project 

• Course Requirements and Additional Materials 

• Course Introduction 

 

9/2/2014 652-14F  Introduction 11 



We like Homework! 

Linpack: The de facto standard to measure 
supercomputer performance. 

We will measure the performance of 3 machines: 

– Any parallel machine that you have access to. 

– cluster.capsl.udel.edu 

– Your personal machine. 

You may start now. All the required information is 
publicly available. 
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Learning Dynamics 

Start homework as early as possible. 

The assignments are designed to broaden the 
horizon of your understanding. Research any 
knowledge you lack to do the homework. 
– Example: Homework 1 requires knowledge on 

certain topics. It is your responsibility to do the 
required reading. 

Know your responsibilities, do not expect 
reminders. 
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Grades 

Activity Percentage 

Homework 25% 

Quiz 1 (Middle of the semester) 20% 

Quiz 2 (near or on Last class) 25% 

Project 25% 

Participation 05% 
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The project 

An interesting question will be presented. 

The objective is to propose solutions and to 
design experiments to address the question. 

The results will be presented at the end of the 
semester. 

The project topics will be discussed soon. 
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What do I need? 
(Besides what you learn here) 

Access to a computer, with internet access, where 
you can install software. 

Understanding on how to run and compile a C 
program. 

Understanding on how to use a Linux/Unix system 
and SSH 

This is the moment to seek help!  
If you do not have the tools, let us know NOW! 
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The Reference Books 
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Textbooks complement the class material, they are excellent for better understanding. 

However,  the class material comes from many sources such as experience of 
the instructors, research papers, research done by other groups and so on. 



Other sources of information 
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Journals 

IEEE Transaction on Parallel and Distributed Systems 

IEEE Computer 

IEEE Transactions in Computers 

Conference Proceedings 

PACT 

MICRO 

ISCA 

HPCA 

PLDI 

Parallel Architectures and Compilation Techniques 

ACM/IEEE Symposium on Micro-Architectures 

International Symposium on Computer Architectures 

ACM/IEEE Symposium High Performance Computer 
Architecture 

International Symposium on Parallel Language Design 
and Implementation 

Others ?    



Outline 

• Course Information 

• Course Introduction 

• Parallel Architecture 

• Moore’s Law and Architectural Trends 

• References 

 

9/2/2014 652-14F  Introduction 22 



INTRODUCTION 
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Course Introduction 
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The Role of a Computer Architect 

Maximize Productivity and Performance 

Productivity = Programmability and a reduction in development time 

Performance = “Reasonable” Throughput given technology  
and cost limitations 

Parallelism 
Two or more tasks may execute at the same time 

Alternative to higher frequency clocks 

Applies to all levels of computer design 

Importance has been constantly raising since several “walls” were hit  

In the near future, it will be become the paradigm on all aspects  
of computing 
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Parallel Computer Architecture (?) 
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Kraken Supercomputer at OakRidge National Laboratory. 

Answers the 
question: 
 
How do we build 
and use a Parallel 
Digital Computer? 

Parallel Computer: 
A system with 
several processing 
elements. 



Why Parallel Architectures? 
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Q: How do you make your program run faster? 

For 60 years, the average programmer has 
studied and produced serial programs. In 
most cases, with no knowledge at all of what 
parallel programming is…. 

Traditional Answer: 
 Wait for a faster processor to be released! 

However, no significantly faster processors are being 
released any more. 



There is no free lunch! 
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If you want your programs to 
be faster, you have to go 
parallel. 

10 Years with the same clock rate! 

Processor Clock Speed Date 

4040 740kHz 1974 

386 20Mhz 1985 

486 100Mhz 1989 

Pentium 300MHz 1993 

Pentium II 450MHz 1997 

Pentium III 1.4GHz 1999 

Pentium IV 3.8GHz 2000 

Core Duo 2.33GHz 2006 

Core 2 3.33GHz 2006 

Core i7 3.47GHz 2008 

The happy times: 1950 to 2000 
where every 10 years a 10X 
speedup was experienced. 



There is a limit to serial performance 

We face serious problems, 
called “Walls”: 

 

Frequency Wall 

Memory Wall 

Power Wall 

ILP Wall 

 

We will talk about each one. 

 

 

 

 

9/2/2014 652-14F  Introduction 29 



Serial is dead. Long live Parallel! 
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Most consumer electronics have some form of parallel architecture 
inside of them 

Reasons for the Change 

An evolutionary change in computing due to: 

Technology 

Applications 

Architecture 

Economics 

Decrease in feature 
size Allowing more 
components into a 
chip 

Effectively organizing 
components to 
maximize uses of 
resources and 
minimizing damaging 
side effects 

Find Cost Effective 
ways to get the 
desired performance 
out of the given 
Hardware / Software 
combo 

More and more 
performance and 
power hungry 
applications 
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Moore’s Law 
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The complexity for minimum component costs has 

increased at a rate of roughly a factor of two per 

year...  

 

Certainly over the short term this rate can be 

expected to continue, if not to increase.  

 

Over the longer term, the rate of increase is a bit 

more uncertain, although there is no reason to 

believe it will not remain nearly constant for at least 

10 years.  

 

That means by 1975, the number of components per 

integrated circuit for minimum cost will be 65,000.  

 

 

I believe that such a large circuit can be built on a 

single wafer. 



Moore’s Law 
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More transistors as time 
goes by. 
 
Does not talk about: 
- Speed 
- Power 
- Parallelism 



Architectural Trends 
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Designed for performance 

Higher Frequency == Higher Performance ? 

We know many tricks, but they are not enough! 

Hide Latencies at all cost! (DMA, scheduling...) 
Branch prediction 
Prefetching 
Dynamic Power Management 
Cache Blocking 
 
 
 
Past solutions don’t solve present problems. 

The field is experiencing something similar. 
People try to develop the same tricks, but they don’t 
work anymore. 
 



Technology Progress Overview 
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Computation is almost free  
BUT  
bandwidth is very expensive 
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