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Outline

• Will talk about 
– Motivation: There is no motivation just math. 
– A very brief introduction to Markov chains 
– Weather model as an example.  
– Sampling the Markov chain from traces. 

• Will not talk about 
– Chapman-Kolmogorov equations, classification of 

states, asymptotic analysis (limiting probabilities),...

652-14F-MC

(The slides content are based on [2-7]) 
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Motivation [1]
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Intro to Markov chains [2, 3, 6]
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Ch4: Markov Chains

Def: A stochastic process {Xt, t 2 T} is a collection of random vari-
ables Xt, t 2 T . It is determined by
(i). State space S, i.e. the range of possible value of Xt.
(ii). index set T which can be discrete (finite or countable) or con-
tinuous.
(iii). dependency relations between variables.

Def: A stochastic process {Xn, n = 0,1,2 · · · } is a Markov Chain if
S = {0,1,2, · · · } and

P
�

Xn+1 = j|Xn = i,Xn�1 = in�1, · · · , X0 = i0
�

= Pij

for all i0, i1, · · · , in�1, i, j 2 S and n � 0.
• Xn = i means that the process is in the state i 2 S at the time n.

An Alternative Def: For any 1 < k < n, conditional on the present
Xk = ik, the past (X1, · · · , Xk�1) and the future (Xk+1, · · · , Xn) are
independent.

HW, Ch4: 1*, 4*, 5, 18, 21*, 23, 27*, 28, 30, 32*, 41, 43, 55,
58, 74,.
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Intro to Markov chains
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BASICS ON MARKOV CHAINS

We consider successive trials with possible outcomes ...,, 21 EE .Let us define ( ) 1≥nnX  the
sequence of random variables such as:

{ } { }trialn the of outcome the is EkX th
kn ==

( ) 1≥nnX  is said to be a Markov chain if and only if:

{ } { }11

1

1
21 //,...,,, −−

−

=

===








==∀ nnnn

n

k
kknnn iXiXPiXiXPiiin !

This relation is known as the Markov property.

If we associate a time scale to the sequence of trials,

1 2 3 4 5 nn-1n-2 time

1st trial 5th trial nth trial

n corresponds to the future
n-1 corresponds to the present
1 to( n-2) corresponds to the past

Then, the Markov property can be stated as follows:

{ } { }sentPreFuturePPast and sentFuture/PreP /=

Furthermore ( ) 1≥nnX  is homogeneous if and only if:

{ }iXjXPijn nn ==∀ −1/,,  does not depend on n..

So we can denote { }iXjXPp nnij === −1/
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These conditional probabilities ijp  are called transition probabilities. If the number of states is
finite (for instance 0n ), they can be arranged in a transition probability matrix T so that the
first subscript (i) stands for row and the second (j) for column. T is a square matrix ( 00 nn × )
with non negative elements and unit row sums.

∑
=

=∀≤≤∀
0

1
110,

n

j
ijij piandpji

T =

E1

E1

E2

E2

En0

En0

p11 p12 p1n0

p21 p22 p2n0

pn01 pn02 pn0n0

Another way of describing a Markov chain consists of sketching the transition graph: an array
links a state iE  to a state jE  when a transition (in one step) from iE  to jE  is possible, i.e.
when 0>ijp . So each term different from zero in the transition probability matrix is
associated with an array in the graph.

Example

Let us consider a Markov chain whose probability transition matrix is given by:

T =

E1

E1

E2

E2

E3

E3

E4

E4

1/2 1/2

1/2

1/2

1/2

1/2

3/4 1/4

00

00

00

00
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Example [2, 6]
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Ex: Rain or no rain, two states Markov Chain.

P =

✓

↵ 1� ↵
� 1� �

◆

Ex: A random walk model. S = {0,±1,±2, · · · }
Pi,i+1 = p, Pi,i�1 = 1� p = q

P =

0

B

B

B

B

@

· · · . . . ... ... ... ... · · ·
· · · q 0 p 0 0 · · ·
· · · 0 q 0 p 0 · · ·
· · · 0 0 q 0 p · · ·
· · · ... ... ... ... . . . · · ·

1

C

C

C

C

A

Define the n-step transition probabilities

P (n)
ij = P(Xn+l = j|Xl = i)

(why it does not depend on l?). Then we have the Chapman-
Kolmogorov equation

P (n+m)
ij =

X

k2S
P (n)
ik · P (m)

kj .

Pf: What else? Conditioning!
163

Graph sketch

seq: ! S R R R R R R R R R R R S R R S!     
! ! R R R R R R S R R S S S S S S …              

P =


0.7 0.3
0.4 0.6

�
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Sampling the Markov chain from traces [4, 5, 7]
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Let’s do this! Use the following equations to estimate:

Training sequence: !
!
S R R R R R R R R R R R S R R S R R R R R R S R R S S S S S S
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